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Abstract: Inspired by the increasingly serious noise issues in American cities, a crowd-sensing assisted 

real-time environmental noise classifier is implemented in the project of Map4Noise. The real-time 

noise classification can not only enhances the awareness of citizens to their noise exposure, but also 

helps the city planners to focus on the major noise sources and further reduce theses health threatens. 

The currently labeled noise databases are too small and too specific to train a robust probability based 

classifier for  real-time noise classification. To handle with the shortage of labeled noise data, a crowd-

source labeling function is designed in this project by introducing the idea of “human as sensor”. Mel-

frequency cepstral coefficients (MFCCs) are extracted as features from original noise signals to protect 

users' privacy and balance the networking traffic between users and server. The probability based 

classifier in this project is implemented by hidden Markov models (HMMs) in parallel. Taking the 

advantage of crowd-source labeling, the HMMs also have the ability of algorithmically self-evolving. 

The re-estimation of inaccurate HMMs can be triggered with the accumulation of error rate and 

required no computation over other accurate HMMs. 
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I. Introduction 

1.1 Motivation 

Variously clinic evidences 
[1][2][3][4][5]

 indicate the exposure to environmental noise can cause both 

auditory and non-auditory health effects like hearing loss, annoyance, sleep disturbance, cardiovascular 

disease, cognitive impairment and even psychological symptoms. What’s worse, noise pollution is 

pervasive in modern life. Approximately, 5% of the world population is suffering from noise-induced 

hearing loss 
[6]

. In the European Union states, just the traffic noise makes 54% of population (56 

million) exposed to unhealthy acoustic climate 
[7]

. Noise also results great economic cost. In the US, 

noise-induced hearing loss is the most frequent occupational disease. About 22 million Americans are 

working in an environment with hazardous noise, and about $242 million dollars are spent on the 

compensation for occupational hearing loss per year 
[8]

. 

A noise map can present measured or predicted noise exposure levels over a specified area. This 

visualized noise distribution will raise citizens’ awareness of environmentally acoustic quality and also 

enhance the ability of city planners to successfully manage noise issues and further reduce noise-

induced health threats 
[9]

. Generally, the technical implementations of mapping noise can be classified 

into two categories, namely the noise simulation and the noise measurement. The computational 

predication is a feasible and inexpensive approach. The procedure of performing the simulation 

requires input parameters including noise source data (e.g. traffic flow and composition, average speed) 

and propagation environment (e.g. 3D digital terrain, meteorological conditions). Even though the 

simulation has merits, it also has obvious shortcomings such as the lack of accuracy and temporal 

dynamics which would be significant to evaluate annoyance and sleep disturbance. In contrast, the 

approach based on measurement can provide higher temporal solution. A grid of stationary devices is 

necessary to provide measured sound pressure and associated data. For example, Lille, France, 

deployed a noise measurement network, which is consisted by more than 80 distributed devices 
[10]

. 



 

The noise measurement network can monitor the acoustic climate in real-time by fusing the data from 

every devices, and provide alerts for potential noise threats with small temporal granularity. However, 

to achieve higher spatial resolution, a much denser sensor network will be necessary, which greatly 

increases the difficulty of deployment and the cost of maintenance. 

Although the traditional noise measurement network is neither feasible nor affordable for a large 

geographic area 
[11]

, the emerging sensor-enabled smart phones introduce a novel and promising 

technical approach to “install” a noise measurement network based on the mobile sensing
 [12][13]

. 

Inspired by that, a few works 
[14][15][16][17][18][19][20]

 have been done on the topic of the mobile sensing 

based noise climate monitoring. The New York City 311 service 
[21]

 also implemented the function of 

noise monitoring since it utilizes “human as a sensor” to record noise events instead of quantified noise 

data. These applications are far from full-fledged crowd-sensing based noise monitoring apps, since 

they only focused on the basic service of measuring the personal and/or community exposure, and 

didn’t emphasize on solving the challenges of noise source recognition, which can help to measure the 

seriousness of different kinds of noise pollution. 

In our Map4Noise project, a real-time noise recognition application is implemented based on the 

crowd-source sensing with a focus on solving the known challenge.  Comparing with the traditional 

implementations, the crowd sensing can greatly enhance temporal and spatial resolution for 

environmental noise monitoring, which makes the real-time noise alert possible. The idea of “human as 

sensor” is used to collect qualitative data that are failed to be automatically classified.  Moreover, the 

labeled noise data by human users makes the on-line noise automatic recognition feasible and is 

foundation part of the self-evolving classifier. 

1.2 Goals of Project 

1.2.1 Basic function 

The most basic function of this project is measuring the personal/community noise exposure dose. 



 

Through monitoring the personal exposure, a user can know the level of noise that she/he exposed to, 

and his/her heath experts can make professional recommendation to prevent further health impairment. 

Also, a distribution map of noise level will be produced based on crowd-sourcing data with the 

correction of acoustic propagation model. This map can visualize the community exposure dose and 

help city managers to control noise issues. What’s more, recently happening noise events will be 

presented on the map to provide risk alerts in real-time. 

1.2.2 Noise classification 

The noise classification algorithm is crucial for the noise monitoring. The components of noise 

pollution can be delicately analyzed with the results of noise classification, and the major pollution 

sources can be further determined. In this project, hidden Markov models (HMMs) are used as the 

classifier. HMMs are probability based models which can be trained separately, which means the re-

estimation of one specific HMM will not require any computation performed on other unrelated HMMs. 

1.2.3 Human as sensors (Crowd-source label) 

Although the noise event classification algorithms can be powerful, users would inevitably be involved 

in annotating sensing data with associated metadata describing the acoustic sampling. Since the 

classification tasks could be difficult to do algorithmically, especially, when the mobile end has limited 

bandwidth and computation resources. What is worse, raw acoustic data is often too noisy, and the size 

of training set cannot be large enough at initial phase because of the known scalable sound sensing 

problem 
[22]

. As a result, the reliability of the “best” classification algorithm, if there is, would be 

doubtable. The user participation and assistance are necessary and can simplify the issue. Furthermore, 

the HMM based acoustic event classifier could be algorithmically  evolved and get better performance 

with accumulated annotations from users. 

1.3 Related works 

The Gaussian mixture model based HMM has been intensively studied in the past decades. As a well-



 

developed probability based algorithm, whose performance has been proved in the domain of  speech 

recognition, HMM was also used for acoustic environment classification 
[23][24]

 with MFCCs
[25]

 features. 

However, both of these works didn't handle with the large scale issue in acoustic classification. 

II. Implementation 

2.1 Data collection 

2.1.1 Mobile Application Design 

A mobile crowd-source application is implemented at Android 6.0 system for this project. The project 

website (https://map4noise.njit.edu/) has a download link for its beta version. Fig.1 shows the user 

interface. It is clear the application implement the functions of crowd-source sensing and crowd-source 

labeling. In addition, the application also has a function of “silent mode” at which phase unlabeled data 

points can be automatically collected by a foreground service. 

 

 

 

 

 

 

 

 

 

 

Fig.1. The UI of crowd-sensing and crowd-source labeling functions. 

 

 

https://map4noise.njit.edu/


 

2.1.2 Features Extraction 

Mel-frequency cepstral coefficient (MFCC) is used as features with the purpose of dimensionality 

reduction. 

 

Fig.2. The procedures of feature extraction (MFCC). 

As shown in Fig.2, MFCCs are calculated from the original wav files by the standard MFCC 

procedures with pre-emphasis and Hamming window. In this project, each sample is 10 seconds with a 

sampling rate of 36kHz. When extracting MFCCs, the length of frame is chosen as 20ms. 39 MFCCs, 

including 13 static MFCCs, 13 1st-order MFCCs and 13 2nd-order MFCCs, are used to span the 

feature space. 

2.1.3 Server end 

The server end is implemented in Java2EE combined with MySQL database. 

2.1.4 Parallel implementation of classifier 

The library of HTK is used to implement the HMM training and testing functions. HTK is an old but 

efficient toolbox for GMM-HMM based speeching recognition. This project also takes the advantage of 



 

Perl ForManager library to develop parallel training controller, which greatly reduce the time spent on 

training. Table.1 shows the dependency of time usage on the maximum number of threads for same 

training and testing sets. It is shown that the parallel computation can save more than 64% time when 

allowing 8 processes at an Intel i7 CPU. Even only apply 2 processes in training, about third time can 

be saved. Table.1 also shows eight threads cannot enhance the performance too much than that of four 

threads, which follows up the basic limitation of parallel computation: the marginal effect of increasing 

thread number will lead up to higher overhead and lower efficiency. 

 

Table.1. Performance of PARALLEL computation. 

Max Thread# 8 4 2 1 

real 1m35.553s 1m55.075s 2m43.949s 4m39.029s 

user 6m11.148s 4m58.920s 4m41.812s 4m37.400s 

sys 0m0.884s 0m0.744s 0m0.736s 0m0.704s 

 

2.2 Classification 

2.2.1 Initial training 

As shown in Fig.3, one directional HMM is used to present noise sample. A small training set as shown 

in Fig.4 is used to initiate HMMs. For every individual HMM, there are 15 hidden states including 1 

starting state and 1 ending state. There are 12 labels used in training. These labels and their associating 

meaning are listed as following: 

 “drive”: user is driving – 29 samples; 

 “street”: off a street – 55 samples; 

 “highway”: off a highway – 20 samples; 

 “siren”: a siren of emergency – 6 samples; 



 

 “lecture”: someone is speaking slowly – 63 samples; 

 “dialog” : some persons are talking – 45 samples; 

 “loudTalk”: people are talking loudly, like a bar or restaurant – 9 samples; 

 “machine”: around machine – 17 samples; 

 “sleep”: quite silent bedroom – 25 samples; 

 “office” - office in GITC at NJIT – 45 samples; 

 “blowMe” – wind is blowing the microphone – 8 samples; 

 “walkBag” – mobile phone is in the pocket or bag which is moving – 9 samples. 

The last two labels only used for filtering anomaly data in “silent mode”, since when a cellphone is 

placed in a moving pocket or is blown by wind, the recorded sound cannot measure the real noise at all. 

These harmful data has to be filtered otherwise the measured acoustic distribution cannot represent the 

threatens of noise pollution. 

“Dialog” samples are collected from six different scenarios; “Siren” samples are from two different 

scenarios; “Lecture” samples are from three; “Highway” are from two different situations; “Sleep” 

samples are contributed by 3 users; “Office” data is collected from 3 various offices; “LoudTalk” data 

comes from 2 restaurants and 1 bar. However, “Drive” and “Machine” samples are got from unique 

data sources. 

 



 

Fig.3. One directional HMM. 

2.2.2 Test over a small set 

A small test set is used to verify the performance of the initial HMMs as noise classification. The 

confusion matrix of testing is shown in Table.2. It is clear that the performance of HMMs as noise 

classifier is acceptable. 

 

 

Fig.4. The training set for initially generating HMMs. 

 



 

 

Table.2. The confusion matrix of a small testing set. 

 Recognized As 

Drive Street Highway Siren Lecture Dialog LoudTalk Machine Sleep Office 

 

 

 
 

 

 
Label 

Drive 30 1         

Street 1 18         

Highway  1 11        

Siren    4       

Lecture     11 1    1 

Dialog     2 15     

LoudTalk      1 6    

Machine        5   

Sleep         15  

Office      1    16 

 

2.3 Algorithmically self-evolving of HMMs 

Since the initial training set is definitely too small when considering the scale issue of environmental 

acoustic recognition. The recognition error rate will dramatically increase with more scenarios and 

larger scale of problem. As shown in Fig.5, this project proposes a self-evolving HMMs to handle with 

this unavoidable problem. 

 

Fig.5. The self-evolving architecture. 



 

2.3.1 Enlargement of training set (Re-estimation case 1) 

The original training set of “loudTalk” is collected in Giovanni Pizza & Grill. The HMM of “loudTalk” 

is trained specifically for this scenario. As shown in Table.3, when new data which is got from Gyu-

Kaku, almost half of them are wrongly classified. The strategy of enlarging of training set is suitable 

for his situation. As shown in Table.4, when put 7 correctly classified new data samples into training set 

and do the model re-estimation for “loudTalk”, the six out of the seven previously wrongly classified 

samples are correctly classified. 

 

Table.3. Data from a new scenario results in errors by not enough trained HMMs. 

 … ... Lecture Dialog LoudTalk 

LoudTalk … ... 3 4 7 

 … ... … ... … ... … ... 

 

Table.4. Put 7 “loudTalk” samples into training set, and the error decreases. 

  Lecture Dialog LoudTalk 

LoudTalk … ... 0 1 6 

 … ... … ... … ... … ... 

 

2.3.2 Increment of model complexity (Re-estimation case 2) 

Although the enlargement of training set works for a lot of situations, it could confront with the 

limitation of model complexity. With restricted model complexity, the samples which are near in 

feature space cannot be reasonably handled with. Table.5 indicates HMMs with 10 hidden states are not 

complicated enough to reliably classify “lecture” and “dialog”. Table.6 clarifies HMMs with 15 hidden 

states can distinguish “lecture” and “dialog”.  



 

Table.5. HMMs with 10 hidden states CANNOT distinguish “lecture” and “dialog”. 

  Lecture Dialog 

Lecture … ... 8 5 

Dialog … ... 4 13 

… ... … ... … ... … ... 

 

Table.6. HMMs with 15 hidden states CAN distinguish “lecture” and “dialog”. 

  Lecture Dialog Office 

Lecture … ... 11 1 1 

Dialog … ... 2 15 … ... 

… ... … ... … ... … ... … ... 

 

2.3.3  Split of model (Re-estimation case 3) 

Too complicated probability models will yield the problem of over-fitting problem. As a result, it is not 

feasible to increase the performance of noise classification by adding too much extra complexity. The 

strategy of “split of model” can be employed to handle this issue. For example, Table.7 shows 4 “street” 

samples are incorrectly classified as “dialog”. Then, the wrongly recognized samples are used to train a 

nominal label named “Street1”. The nominal “Street1” label is manually checked and confirmed as 

“siren”. Table.9 indicates the new “Siren” model enhances the performance of classier. 

Table.7. Four “street” samples are wrongly classified as “Dialog”. 

  Street Dialog 

Street … ... 14 4 

… ... … ... … ... … ... 
 

Table.8. Take the advantage of the 4 incorrectly classified “street” samples to train a new model “street1”. 

  Street Street1 (Siren) Dialog 

Street … ... 12 2 0 

… ... … ... … ... … ... … ... 
 



 

Table.9. Newly collected “Siren” data is accurately classified. 

  Street Street1 (Siren) Dialog 

Street … ... 12 0 0 

Siren … ... … ... 5 … ... 

 

III. Summary 

In the United States, few efforts have been made on noise pollution monitoring, even though it was 

estimated that 104 million Americans are under the risk of hearing loss since their continuous 24-hour 

average exposure levels are greater than 70 A-weighting decibel (dBA) 
[26]

. Taking the advantage of 

HMMs, this project implements a crowd-sourcing sensor network based real-time noise classification 

system, which is a low-cost and promising technical approach to face the challenge of increasingly 

severe noise issues in the metropolitan areas of the United States. 
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